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**Data Sources and Business Value**

GE Healthcare provided data to be evaluated for the identification of possible factors related to customer churn for the smartphone application and service. The data set includes 436 rows of data, with each row representing one customer. The data was collected from application information, billing, and smartphone use data. The variables reported include whether the customer remained or left the service, information on the usage of the smartphone, customer demographic information, and history of cell phone use.

GE touts their data-based decision making and utilize data in business decisions big and small (Ferguson, 2014). The company is invested in finding use for the data in commercial operations. Through analysis, data-driven business choices in sales and strategy lead GE’s business practices. The data that has been supplied by GE Healthcare is anticipated to open a greater understanding of the problem of customer churn, identifying factors that lead to customers remaining with the service, and components of the service provided that could be addressed in order to retain customers.

**CRISP-DM Application**

The six phases of the CRISP-DM methodology will be used throughout this data analytics project. With the first step being business understanding, the research on the product by GE, the target audience, the business objectives, and discussions with the various stakeholders will provide the outline for how this project will meet business objectives. An article by Shearer (2000) elaborates on the business understanding phase, indicating this is the opportunity to identify the requirements, assumptions, and constraints of the situation, as well as understand what the measure of success will be. For GE, the goal of this project is to develop a predictive model that will accurately identify whether a given customer will remain with the service or leave (churn).

The second phase is data understanding. The data that has been provided by GE Healthcare will be evaluated for the ability to meet the goal of an accurate predictive model. The data will be viewed for any gaps in factors that may be influential or that should be investigated further for relevance. Exploratory analysis will be completed within the scope of the pilot project, indicating whether the factors evaluated are appropriate for the model (Prado, 2020). Once the data is understood, it can then be prepared in the next phase. In this phase the data will be described completely, as well as evaluated for accuracy, missing values, and formatted appropriately to be used.

The final three phases are to build the model, evaluate the model, and then deploy the model. For the pilot project, the model created will identify whether the data set can be used to create an appropriate predictive model as part of the testing. Once this has been completed to the satisfaction of the objective, the predictive model can be built. Through multiple iterations of the model, with the potential to revisit phases, such as understanding the business needs or identifying issues with the data set that bring the process back to data understanding, the final model will be created. The final step will be to deploy the final predictive model.

**Purpose of Analytic Structure**

Descriptive analytics look to identify what has occurred, such as a count of a number of events, a dollar amount spent or earned, or a trend (Ghosh, 2022). This structure is useful in describing the data set without identifying any correlative relationships. Predictive analytics seek the correlations between factors to find what data points are related to the outcomes. This allows for the possibility of predicting outcomes based on the presence or absence of specific factors.

The data set from GE Healthcare can be summarized with descriptive analytics. The data points can be aggregated to show the number of customers lost in specific timeframes or the quantity of various marital statuses of customers who remain with the service. This will not allow inferences to be drawn from the data, though, which would rely on predictive analytics. A predictive model will allow for the determination of the probability of an individual who has a specific set of characteristics remaining with the smartphone service or churning. This will allow business decisions to be made around marketing, pricing, or other ways to address identified factors that significantly impact customer churn.

**Tool Selection**

Several tools are available to complete the analysis. The data will be received as a csv file. Using Excel the data will be cleaned and validated. Once this has been completed, the analysis will be run through RapidMiner. Results from the analysis will be presented in PowerBI for the purposes of clean visualization and the potential use of a dashboard feature for GE.

Excel is a readily available Microsoft product that can import and export csv files. As part of the Microsoft Office suite of applications, it is anticipated all employees of GE IT will be able to create and submit the csv file for analysis. RapidMiner is an open source data analytics tool that has numerous analysis functions (Pynam, et al, 2018). It will allow the preliminary evaluation of data through tools such as a decision tree, as well as more advanced analytics, such as logistical regression.

PowerBI is a tool that allows for comprehensive dashboards with potential for drilling down or up for further information. Once results are obtained, presentation with PowerBI may be helpful to indicate the relative significance of various factors and descriptive statistics about those factors. Presenting in this format would allow for an easier understanding by those who are in decision-making capacities for the business.

**Additional Data Fields**

Consideration may be made for adding data fields to the data set, if available, should there be factors that seem to be impactful and in proximity to other factors. The GE Healthcare smartphones are designed for the medical professional and it may be helpful to know the setting the individual works in, such as hospital, urgent care, family practice, etc. Additionally, the role of the individual in the field may be relevant, such as whether the individual is a doctor, nurse, or a tech, with the possibility of further classifications, such as emergency room, cardiac care, or ICU. These factors may help narrow the focus of target customers.

**Ethical Implications**

It is suggested by Satz that to develop a model with ethical guidelines “will take collaboration between programmers, statisticians, legal scholars, and philosophers” (n.d.). Though including all of those individuals in determining the ethical considerations of the GE predictive model may be beyond the scope of this project, the need for considering legal and statistical needs is important.

Within the dataset provided by GE are variables such as credit rating, ages of household members, and prizm code, which is aa code for the PRIZM NE “urbanization model” (Claritas, 2004). The prizm code is noted to be capable of identifying profiles of customers based on segmenting the areas where they live, lending insight into the shopping habits, routines, and connections individuals in those segments have based on location.

Categorizing people in the way of the prizm code may present ethical issues, given there are potential assumptions about individuals who live in different areas of varying population density. Coupled with other information, such as credit score and age, the potential for profiling individuals based on unintended factors, such as race, may increase, as systemic racial bias issues arise with certain assumptions and increase the potential for discrimination (Campisi & Lupini, 2021). The authors continue by saying that errors in credit reports may negatively impact the credit scores of Black consumers disproportionately. It may be beneficial to run the predictive model including and excluding the prizm code and credit score to identify whether there is an impact on the outcome.

**Ethical Recommendations**

The ethical implications of the model using factors that may highlight a bias for or against specific categories of individuals based on race, gender, age, or other protected factors, can be significant. Should a resolution for the problem of churn be to offer individuals within specific geographic areas a discount, this may lend to discriminatory practices. Data points that may be more relevant to identify the individuals to be targeted may include the cost of housing, rather than homeownership, which is also disproportionately biased against Black and Hispanic individuals (Campisi & Lupini, 2021).

Age separated into categories rather than a continuous variable may also identify whether individuals who are early-career professionals, mid-career professionals, senior-career professionals, or retired, may be a better indicator than age without a potential for bias based on age. Legal consultation may be advisable as well, due to the potential for implications legally for perceived bias.

**Model Creation**

**Applicability**

Descriptive statistics about the data set will provide a better understanding of the data. Measures of central tendency and variance will show whether the data are normally distributed or if there is a skew. Skewed data may present issues with regression modeling as the tails can be treated as outliers (Sharma & Whitfield, 2022), which would lead to the model performing poorly. This is also pointed out by Weiss (2004), who noted, “Noise is a known factor that usually affects models performance. In imbalanced domains, noisy data has a greater impact on the least represented examples.” Data that is skewed would need to be evaluated further for potential data transformation should a regression model be implemented so as to reduce the impact of the skewness.

A random forest model is a collection of decision trees from randomly selected data within the set. This algorithm can be executed over large data sets quickly and effectively. A random forest model is the most efficient way to manage having imbalanced data sets. Kirasich, et al. (2018) compared random forest models, both weighted and balanced, and found both performed well when evaluating skewed data sets. One study comparing the random forest and logistic regression found them to be comparable for data sets with fewer than 1000 observations, but the random forest performed better in situations with a greater number of noise variables (Chen, et al., 2004). Other studies, such as that by Wålinder (2014), showed no significant difference between logistic regressions and random forest models. The ease of executing a random forest model on a data set, coupled with the management of potentially skewed data without a need for transformation indicates this would be an effective pilot model for the GE data set.

**Value**

Analysis of customer churn will provide significant value to GE. Understanding the reasons for customers remaining or leaving the service provides many benefits to the company, including those pointed out in a blog post by Ramchadndra (2022): improving profits, improving customer experience, the ability to customize products and services, and increasing customer retention. Through predictive modeling, the predictor variables of customer churn can be identified, providing insights into the customers who remain and those who leave the GE service plan.

Predictive modeling of customer churn has been studied previously. Of note, Li & Li (2019) have completed a literature review of various methods to address customer churn. Evaluating various modeling methods, including logistic regression, XGBoost algorithm, and a hybrid of the two. Upon evaluation of the accuracy, precision, and recall, the hybrid model was identified as more accurate than logistic regression alone.

For GE, preliminary results from a pilot evaluation of the data with a random forest model will demonstrate if there is potential for the data set to be effective in a predictive model. Once complete, further data preparation and evaluation with a hybrid logistic regression-XGBoost algorithm is anticipated to provide a model allowing GE to predict customer churn.

**Pilot Plan**

To establish the potential for predicting customer churn a random forest will be run on the dataset provided by GE Healthcare. Following cleansing of the data, the variables with potential multicollinearity will be removed and the random forest model run. An initial random forest will be run to identify a general assessment of accuracy and precision through evaluating the Area under the Curve (AUC) as well as the error matrix. Additionally, variable curation will begin with the identification of important variables through the Mean Decrease Gini.

Iterations of this process will continue by removing and changing the variables that are evaluated in the random forest, with measures from the AUC and error matrix indicating whether the recall, precision, accuracy, and specificity indicate the variables are impactful on the outcome. Guidance for which variables to include or exclude will be based on which are scoring high on the Mean Decrease Gini. Additional consideration will be made for variables that are relevant to answering the overall question: what variables predict a customer’s likelihood of churning?

**Pilot Test**

A random forest was run with the intent of identifying relevant factors leading to customer churn. Using Rattle and R, the data set was loaded and evaluated for missing variables or unexpected values. Missing values were few and imputed as the error rate decreased in doing so compared to removing those rows of data entirely. Variables that were identified as correlated were ignored to avoid overfitting due to multicollinearity. These variables included overlap with credit, occupation, and notifications of missing data for other variables.

The initial random forest created had a significantly lower Area Under the Curve (AUC) than was reasonable at .5107. The most important variable identified was mean monthly minutes of use, followed by change in minutes of use and number of days the individual had the equipment. These variables were then used as building blocks for the next iteration.

Variables about the service that were unable to be altered were excluded, such as dropped calls, as the cell tower reach and reliability is not in the control of GE Healthcare. A random forest with these factors removed were improved. Identifying the most important variables and reducing the random forest showed some improvement to the model.

Running the random forest with only the 10 most important identified variables increased the AUC to 0.6141, but the overall error rate increased to 51.2%. This indicates that with these ten variables, the model was able to better differentiate positive and negative outcomes, but greater inaccuracy with predicting the negative outcomes consistently. Diversity of variables that have impact on the outcome of churn as well as not churn may be a reason for this.

The random forest run with a set of the 22 variables identified as most important resulted in an AUC of 0.61 and an error rate of 39.88%. This random forest was built creating 500 trees and using 6 variables at the decision points and the data set being split 70/30/0. The variables of importance were identified with several having significantly greater impact on the decision tree, such as whether the customer has purchased from mail order, the number of days they have owned the current equipment, and the percentage change in minutes. The mean decrease in Gini, a measure of the importance of the variable within the random forest (Louppe, et al, 2013), was higher for these variables. The percent change in minutes and number of days with the current equipment had the highest values at 12.69 and 13.42 respectively.

This model shows there is significant potential for further exploration of the variables related to customer churn. The variables identified may inform the company on areas that may need improvement that ultimately contribute to customer churn. Further predictive modeling may help GE Healthcare focus efforts on specific areas that could reduce customer churn overall.
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